“salti/AraElectra-base-finetuned-ARCD"

salti\_num\_train\_epochs=8

"wissamantoun/araelectra-base-artydiqa"

wissam\_num\_train\_epochs=4

fine-tuned using training data

|  |  |  |  |
| --- | --- | --- | --- |
| **Dev data Results** | | | |
| **model** | **pRR** | **Exact Match** | **F1@1** |
| salti | 0.60544 | 0.33027 | 0.57807 |
| wissam | 0.61828 | 0.32110 | 0.57804 |
| hrmonic | 0.62571 | 0.33944 | 0.59145 |

fine-tuned using training data, dev data and augmentation data

|  |  |  |  |
| --- | --- | --- | --- |
| **Test data Results** | | | |
| **model** | **pRR** | **Exact Match** | **F1@1** |
| salti | 0.52600 | 0.22269 | 0.46228 |
| wissam | 0.55889 | 0.24370 | 0.51326 |
| hrmonic | 0.53486 | 0.23109 | 0.49997 |

in harmonic we choose the best scores from both models